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I t should come as no surprise to any-
one who has used a mobile phone 
to pay for coffee or start a car that 

the world’s infrastructure is computer-
ized and connected through the Internet 
and private networks. The connected 
world is in many ways more reliable and 
more efficient. For example, the use of 
“smart,” networked electricity meters 
that monitor home energy usage in real 
time has allowed utilities to reduce the 
need for additional power plants to meet 
energy demand. This technology also 
allows utilities to quickly pinpoint and 
resolve outages. At the same time, the 
increasingly connected electric grid is 
vulnerable to cyber threats, such as 
the recent attacks that disabled elec-
tric grids in Ukraine and Israel. These 
and other incidents demonstrate a key 
concern with cyber attacks on critical 
infrastructure—that virtual attacks per-
petrated from across the planet using 

nothing more than a laptop keyboard 
can result in loss of life, and damage to 
property and economy.

From power plants to stock and com-
modity exchanges, from water treat-
ment plants to aircrafts, the systems 
that make the world tick have been 

computerized and Internet-connected. 
Connectivity is what drives efficiency, 
and as connectivity increases—as it 
surely will—so too will cyber risks that 
threaten this critical infrastructure. The 
true potential for damage resulting from 
the exploitation of such cyber risks has 
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catapulted the cybersecurity of critical 
infrastructure out of the virtual realm 
and into the minds of the public, Con-
gress, regulators, trade groups and other 
stakeholders. While the United States 
has not yet experienced a large scale 
cyber attack resulting in massive loss 
of life or economic damage, a string of 
small incidents has helped all stakehold-
ers to understand the devastating poten-
tial of an attack on critical infrastructure.

An early example of a cyber attack that 
garnered significant attention from the 
public was the Stuxnet malware. Stuxnet 
is speculated to have been developed 
by the United States and Israel to attack 
industrial controls infrastructure that 
operated Iran’s uranium enrichment 
centrifuges.1 Stuxnet commandeered 
industrial controls and inflicted physical 
harm on Iranian nuclear facilities. The 
malware also made itself nearly impos-
sible to detect, and offered virtually no 
clues as to its origin. It is no consolation 
that the Stuxnet attack was perpetrated 
by the West because it’s only a matter 
of time before state actors that are not 
friendly to the United States achieve the 
level of technical expertise to turn the 
tables. In fact, this may have already 
happened, as a string of recent attacks 
suggests.

A December 2015 attack on Ukraine’s 
power grid—allegedly perpetrated 
with the support of the Russian gov-
ernment—cut off power to hundreds 
of thousands of Ukrainian residents in 
the middle of a cold winter. U.S. inves-
tigators from the Department of Energy 
and Department of Homeland Security 
(DOH)and the FBI concluded that hack-
ers used malware to destroy computers 
and wipe out critical control systems, 
including systems for restoring power 

and call centers used to report outages.2 
The malware that was used in this attack 
has also been found in U.S. industrial 
systems, which raises difficult questions 
about the cyber preparedness of the U.S. 
power grid.

Just a month later, in January 2016, 
Israel’s electric grid was also the target 
of a cyber attack. Israel’s Energy Minis-
ter released a statement that the Israeli 
Electric Authority suffered a malicious 
attack, which paralyzed computers and 
caused parts of Israel’s power grid to 
be shut down.3

To put the Ukraine and Israel attacks 
in context, a cyber attack on the U.S. 
power grid could potentially replicate 
the damage that the country already 
experienced when a blackout in 2003 
blanketed the Northeast United States. 
The blackout affected 50 million people 
across eight states and Canada, includ-
ing 14.3 million people in New York City 
and the surrounding areas. The blackout 
was a chaotic event, causing concerns 
over potential contamination of water 
supply, among other things. Accord-
ing to some reports, the blackout also 
caused at least 11 deaths and resulted 
in an estimated $6 billion dollars in total 
loss.4

Indeed, smaller scale cyber attacks 
have already targeted the United States. 

Though disclosed only recently, a 
cyber attack by Iranian hackers in 2013 
breached the control systems of a dam 
in Rye, N.Y. Hackers were able to take 
control of the dam’s flood gates, which 
would have allowed them to cause flood-
ing and other complications for the 
area’s water infrastructure.5

Even technology that seems innocu-
ous, but is ubiquitous, can wreak havoc 
in the physical world. In January 2016, 
Nest smart thermostats, which operate 
via the Internet, experienced a software 
glitch that drained the batteries of ther-
mostats installed in homes across the 
country. When consumers expect ther-
mostats to operate autonomously and 
remotely, and the system fails, results 
can include freezing homes, bursting 
pipes, or health problems for people 
whose conditions may be aggravated 
by extreme temperature.

Cyber vulnerabilities also affect trans-
portation. In 2015, two researchers 
demonstrated that they could remotely 
control a Jeep Cherokee through the 
vehicle’s entertainment control panel. 
They employed the hack to stop the 
vehicle by remotely disengaging its 
transmission.6 It was eventually discov-
ered that the method the researchers 
used to simulate the attack could be 
used to hack hundreds of thousands 
of vehicles on the road.

While these incidents are not numer-
ous, they have received significant 
publicity. The White House, Congress, 
regulators, trade associations and oth-
er stakeholders began connecting the 
dots to understand the significance of 
this cyber threat, and have begun to 
move swiftly to fill the legislative and 
regulatory vacuum in this space. Indeed 
there has been a staggering number of 
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legislative, regulatory and self-regulatory 
initiatives to bolster critical infrastruc-
ture cybersecurity.

The effort to meaningfully address 
cybersecurity began in the early part 
of this decade. When partisan gridlock 
prevented Congress from enacting 
cybersecurity legislation, the Obama 
Administration stepped in with an 
Executive Order in February 2013. 
The order, entitled “Improving Critical 
Infrastructure Cybersecurity,” sought 
to address the shortcomings in the 
nation’s approach to cybersecurity in 
critical infrastructure.7 In a companion 
Presidential Policy Directive: Critical 
Infrastructure Security and Resilience,8 
the Administration also designated as 
“critical infrastructure” the physical and 
virtual systems and assets relating to 
chemical plants, communications pro-
viders, water supply facilities, defense 
industrial base, emergency services, 
energy and utilities (including nuclear), 
financial services, food and agriculture, 
government facilities, health care indus-
try, information technology, waste man-
agement and transportation systems, 
and water and waste-water systems. By 
extension, the Framework would extend 
to the service providers of critical infra-
structure owners and operators.

The Executive Order also directed 
the development of a cybersecurity 
framework, designed to reduce cyber 
risks to critical infrastructure. A year 
later, in 2014, the National Institute 
of Standards and Technology (NIST) 
released the Framework for Improving 
Critical Infrastructure Cybersecurity 
(the Framework).9 Though intended 
to be voluntary, the Framework has 
already been incorporated into manda-
tory regulations and industry guidance. 

The Framework is also being viewed as 
a best practice benchmark for develop-
ing a cybersecurity program.

At a high level, the Framework 
establishes a common language for 
owners and operators of critical infra-
structure, and their service providers, 
to use for (1) describing the current 
cybersecurity posture of their organi-
zations, (2) setting their target state 
of cybersecurity, (3) identifying and 
prioritizing opportunities to improve 
cybersecurity safeguards, (4) assess-
ing progress towards the target state 
of cybersecurity; and (5) fostering 
communication between internal and 
external stakeholders.

The Framework applies this common 
language to five core principles of (1) Iden-
tify (identification of cybersecurity risks 
faced by an entity), (2) Protect (imple-
mentation of safeguards to mitigate the 
identified cybersecurity risks, (3) Detect 
(implementation of activities to detect 
cyber incidents), (4) Respond (implemen-
tation of procedures to respond to cyber 
incidents), and (5) Recover (implemen-
tation of procedures to restore systems 
affected by cyber incidents and improve 
safeguards). The Framework itself is 
based on a broad swath of regulatory 
and industry cybersecurity experience, 
cross-referencing a variety of cybersecu-
rity standards and guidance.10

The Framework is incorporated into 
a number of key cybersecurity require-
ments and initiatives. For example, the 
Department of Homeland Security (DHS) 
relies on the central tenets of the Frame-
work in conducting cyber resilience and 
cybersecurity reviews under several pro-
grams—such as the Industrial Control 
Systems Cyber Emergency Response 
Team (ICS-CERT)—designed to assist 

critical infrastructure industries in 
assessing and strengthening their cyber 
preparedness.

Certain sectors of the financial indus-
try have also begun to rely on the Frame-
work to inform their expanding cyber 
preparedness regulation efforts. For 
example, the National Futures Associa-
tion (NFA) has promulgated rules that 
will require its members to develop 
Information Systems Security Programs 
(ISSPs) starting March 1, 2016.11 The 
rules will require NFA members and 
member firms, including futures com-
mission merchants, introducing brokers, 
and retail foreign exchange dealers, to 
adopt and implement policies and proce-
dures to prevent and mitigate unauthor-
ized access to information technology 
systems that may expose markets and 
customer data to cyber attack. ISSPs 
must include an analysis of security 
and risk, the identification of threats 
and vulnerabilities, the deployment of 
corresponding protective measures, 
the implementation of procedures for 
response and recovery in the event of 
an incident, and employee training. The 
NFA suggests that its members look to 
the Framework to develop their ISSPs 
(among other resources).

In the self-regulatory space, the 
Framework underpins the cybersecu-
rity guidelines developed by the ship-
ping industry. In January 2016, five 
leading shipping organizations—lead 
by the Baltic and International Mari-
time Council (BIMCO)—released a set 
of guidelines to help the global shipping 
industry prevent and mitigate the safe-
ty, environmental and commercial con-
sequences of a cyber attack onboard 
a ship.12 The guidelines, which are 
not mandatory by authority, focus on 
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cybersecurity awareness, suggest con-
crete actions ship owners and opera-
tors can take to improve cybersecurity, 
and encourage companies to take a risk-
based approach to cybersecurity that 
may vary based on the business and 
types of ships involved.

While the Framework is authorita-
tive, regulators have also developed 
their own, more tailored approaches 
to addressing cyber risk. For example, 
the Federal Energy Regulatory Com-
mission (FERC) has approved Critical 
Infrastructure Protection (CIP) cyberse-
curity standards for the U.S. power grid. 
The standards are a set of mandatory 
controls designed to ensure the secu-
rity and reliability of the electric grid.13 
Among other issues, the CIP standards 
address critical cyber asset identifica-
tion, security management controls, 
electronic security perimeters, and 
physical security of cyber assets. To 
address evolving cyber threats, on Jan. 
21, 2016, FERC approved revisions to 
seven of the CIP reliability standards, 
such as those related to training and 
physical security.14 The CIP standards 
are mandatory—a failure to comply 
with these standards may subject 
relevant regulated entities to poten-
tial enforcement actions and penalty 
assessments. The North American 
Energy Standards Board (NAESB) has 
also developed cybersecurity stan-
dards that are mandatory for various 
segments of the energy industry.15 In 
the case of natural gas companies, 
for example, NAESB’s cybersecurity 
standards mandate the use of digital 
signatures and self-certification to sup-
port mutual entity authentication. In 
contrast, NAESB’s Smart Grid standards 
have only been adopted by FERC as 
non-mandatory guidance.

These examples of regulations and 
guidance suggest that while the efforts 
to regulate cybersecurity of critical infra-
structure are only now gaining steam, 
there is already a rich library of guidance 
that companies can rely on to develop 
their cyber resilience programs. Were 
an attack to occur and result in loss of 
life, property damage, business inter-
ruption or other liability, regulators and 
plaintiffs are likely to attempt to use this 
existing and rich guidance to establish 
that the affected critical infrastructure 
businesses lacked adequate cyberse-
curity safeguard, regardless of whether 
such safeguards were legally required. 
Regulators and plaintiffs may argue that 
the relevant cybersecurity controls were 
not “commercially reasonable” under 
the circumstances, as benchmarked by 
legal requirements, industry practices 
and other relevant guidance. This is 
the strategy that plaintiffs have already 
pursued—at times successfully—in data 
breach litigation.16 For these reasons, 
critical infrastructure owners and opera-
tors and service providers should be 
actively assessing and enhancing their 
cybersecurity programs in anticipation 
of cyber attacks.

To mitigate potential liability for 
cybersecurity breaches, critical infra-
structure owners, operators and their 
service providers should first and fore-
most understand which regulators might 
come looking for answers in the event 
of an cyber incident, and how those 
regulators view cyber risk. Companies 
should then perform an assessment of 
their cyber assets to prioritize and quan-
tify associated risk. This assessment 
must be informed by applicable legal 
and contractual requirements, indus-
try guidance and other best practices, 
including the NIST Framework. This 

assessment should be leveraged into 
a cybersecurity compliance program 
that would assist companies in demon-
strating, in the event of an investigation 
or litigation, that they had reasonable 
cybersecurity measures in place to pro-
tect critical infrastructure.
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