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Risks in AI Over the Collection 
and Transmission of Data
Paul Keller and Sue Ross*

Technology is moving rapidly. Today’s devices have the potential to make daily 
living more pleasant, more convenient, and significantly safer. But these devices 
also collect and transmit data, raising questions about what data is collected, 
what data is transmitted and to whom, and whether the online agreements 
that are currently used actually obtain user consent to this data sharing. In 
this article, the authors discuss data collection and transmission, disclosure, 
online consent, privacy notices, and the scope of consent. 

Data, data everywhere,  
AI makes you think.  

Data, data everywhere,  
Do your consent agreements sync?

Autonomous vehicles, drones, home assistants, personal medi-
cal devices, smartphones, and smart homes are all becoming part 
of the local landscape. All of these devices have the potential to 
make daily living more pleasant, more convenient, and significantly 
safer. Each device also collects and transmits data, raising ques-
tions about what data is collected, what data is transmitted and to 
whom, and whether the online agreements that are currently used 
actually obtain user consent to this data sharing.

Data Collection and Transmission

Many readers are probably aware that their phones transmit 
information, such as the location of the phone as well as any 
numbers called or URLs of sites visited. Recent news reports 
describe some additional sharing that may not be as well known:

  One country’s government is “building one of the world’s 
most sophisticated, high-tech systems to keep watch over its 
citizens, including surveillance cameras, facial-recognition 
technology, and vast computer systems that comb through 
terabytes of data. Central to its efforts are the country’s 
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biggest technology companies, which are openly acting as 
the government’s eyes and ears in cyberspace.”1

  Major technology companies are required to help a country’s 
government “hunt down criminal suspects and silence 
political dissent. This technology is also being used to create 
cities wired for surveillance.” There are plans for 100 such 
smart city trials in 2018.2

  An artificial intelligence company with ties to the government 
has assembled a database of 70,000 voice patterns, and there 
is reportedly a plan in that geographic area “to scan voice 
calls automatically for the voice-prints of wanted criminals, 
and alert the police if they are detected.”3

  The Los Angeles Special Agent in Charge Intelligence 
Program reported that two smartphone apps that operate 
popular drones:

   automatically tag GPS imagery and locations, register 
facial recognition data even when the system is off 
and access users’ phone data . . . user identification, 
email addresses, full names, phone numbers, images, 
videos, computer credentials  .  .  . proprietary and 
sensitive critical infrastructure data, such as detailed 
imagery of power control panels, security measures 
for critical infrastructure sites, or materials used in 
bridge construction. This information is automatically 
uploaded to computers to which a foreign government 
most likely has access.

  That report concluded with “high confidence a foreign 
government with access to this information could easily 
coordinate physical or cyber attacks against critical sites.”4

Disclosure to Users?

Whether the owners or users of those devices consent to 
the disclosures described above depends, of course, on the legal 
requirements.

In the United States there are a few state laws that require 
disclosure to consumers in the event of a website’s, online ser-
vice’s, or app’s disclosure of certain personal information. The 
oldest and probably best known of these laws is California’s law,5 
which requires commercial websites or online services that collect 
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personal information of California residents to have a privacy 
policy that discloses, among other things:

  Identify the categories of personally identifiable information 
collected and the categories of third-party persons or 
entities with whom the operator may share that personally 
identifiable information.

  If the operator maintains a process for a consumer to review 
and request changes to any of his or her personally identifiable 
information that is collected, provide a description of that 
process.

  Describe the process by which the operator notifies 
consumers of material changes to the privacy policy.

  Disclose how the operator responds to web browser “do not 
track” signals or other mechanisms that provide consumers 
the ability to exercise choice regarding the collection of 
personally identifiable information about an individual 
consumer’s online activities over time and across third-party 
websites or online services, if the operator engages in that 
collection.

  Disclose whether other parties may collect personally 
identifiable information about an individual consumer’s 
online activities over time and across different websites 
when a consumer uses the operator’s website or service.

Under federal law, the Stored Communications Act permits 
service providers to disclose the content of stored electronic com-
munications (emails) without the account holder’s consent in only 
three instances: (1)  to the service provider, (2)  to the individual 
account holder, and (3) to law enforcement as required under other 
provisions of the Wiretap Act and the Stored Communications Act.6 
The Stored Communications Act includes a private right of action 
for disclosure outside of these three exceptions.7

With respect to devices and the information described at the 
beginning of this article, the option most manufacturers and pro-
viders use is individual consent.

Validity of Online Consent

Online agreements typically fall into one of three types: (a) an 
affirmative agreement (user must click “I agree” or check a box or 
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take some affirmative action—called a “clickwrap” or “scrollwrap” 
agreement); (b) a prominent link to the online terms while the 
user is taking affirmative action to sign up for a service (called a 
“sign-in wrap”); or (c) posted terms (called a “browsewrap” agree-
ment). Caselaw is making it increasingly clear that a “browsewrap” 
agreement will be very difficult to enforce. In April 2015, a federal 
trial judge created a four-part test for validity and enforceability of 
internet agreements between a business and consumers:

 1. Aside from clicking the equivalent of sign-in (e.g., login, 
buy-now, purchase, etc.), is there substantial evidence 
from the website that the user was aware that she was 
binding herself to more than an offer of services or goods 
in exchange for money? If not, the “terms of use,” such 
as those dealing with venue and arbitration, should not 
be enforced against the purchaser.

 2. Did the design and content of the website, including the 
homepage, make the “terms of use” (i.e., the contract 
details) readily and obviously available to the user? If not, 
the “terms of use,” such as those dealing with venue and 
arbitration, should not be enforced against the purchaser.

 3. Was the importance of the details of the contract obscured 
or minimized by the physical manifestation of assent 
expected of a consumer seeking to purchase or subscribe 
to a service or product? If yes, then the “terms of use,” 
such as those dealing with venue and arbitration, should 
not be enforced against the purchaser.

 4. Did the merchant clearly draw the consumer’s attention 
to material terms that would alter what a reasonable 
consumer would understand to be her default rights 
when initiating an online consumer transaction from the 
consumer’s state of residence: The right to (a) not have a 
payment source charged without notice (i.e., automatic 
payment renewal); (b) bring a civil consumer protection 
action under the law of her state of residence and in the 
courts in her state of residence; and (c)  participate in 
a class or collective action? If not, then (a), (b), or (c) 
should not be enforced against the consumer.8

Enforceability of clickwraps versus browsewraps seems to vary 
based on whether the agreement is between commercial entities 
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or is business-to-consumer. For example, in September 2010, the 
U.S. District Court for the Eastern District of New York held that a 
browsewrap was insufficient to form a contract with a consumer.9 
The case began when a New York consumer purchased a vacuum 
through a website that included a “browsewrap” that the plaintiff 
indicated was not referenced during the sale process. The notice 
that “Entering this Site will constitute your acceptance of these 
Terms and Conditions” was available only within the terms and 
conditions themselves. The consumer returned the vacuum and 
was surprised when she was charged a $30 “restocking fee.” She 
filed a lawsuit in federal district court in New York. The defen-
dant pointed to the arbitration clause in its terms and conditions, 
which specified arbitration in Salt Lake City, Utah. The issue for 
the court was whether there was an agreement to arbitrate. The 
court stated the test for enforceability of a browsewrap as “courts 
consider primarily ‘whether a website user has actual or construc-
tive knowledge of a site’s terms and conditions prior to using the 
site.’”10 The court ruled against enforceability because the link to 
the Terms and Conditions was not prominently displayed, nor was 
a user prompted to review the Terms and Conditions. 

In contrast, a federal trial court upheld eBay’s “click-through” 
user agreement and its forum selection clause in a case involving a 
commercial seller (not a consumer), finding that “the User Agree-
ment was a freely negotiated contract entered into by a sophisticated 
business and a sophisticated businessman and thus expresses a 
mutual preference for California venue.”11 In another case, the Mis-
souri Court of Appeals upheld ServiceMagic’s terms and conditions 
against a challenge from a consumer that the company did not use 
the “I agree” click-through method but instead placed a link to the 
terms and conditions next to the “submit” button and the statement 
“By submitting you agree to the Terms of Use.” The link was visible 
to users as part of the process to complete the transaction, but the 
user did not have to check a box or click “I agree.” The court found 
that terms were “immediately visible.”12 

Almost all of these cases cite to a 2002 U.S. Court of Appeals 
for the Second Circuit case involving Netscape and a free software 
download for consumers. There was a license agreement, but the 
user had to go through seven screens to find it. As a result, the trial 
court held that there was no evidence of agreement to the posted 
terms and therefore Netscape could not enforce the terms of its 
license. The Second Circuit affirmed, stating:
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We conclude that in circumstances such as these, where consum-
ers are urged to download free software at the immediate click 
of a button, a reference to the existence of license terms on a 
submerged screen is not sufficient to place consumers on inquiry 
or constructive notice of those terms. The SmartDownload 
webpage screen was “printed in such a manner that it tended to 
conceal the fact that it was an express acceptance of [Netscape’s] 
rules and regulations.” Larrus, 266 P.2d at 147. Internet users may 
have, as defendants put it, “as much time as they need[ ]” to scroll 
through multiple screens on a webpage, but there is no reason 
to assume that viewers will scroll down to subsequent screens 
simply because screens are there. When products are “free” and 
users are invited to download them in the absence of reasonably 
conspicuous notice that they are about to bind themselves to 
contract terms, the transactional circumstances cannot be fully 
analogized to those in the paper world of arm’s-length bargain-
ing. In the next two sections, we discuss case law and other legal 
authorities that have addressed the circumstances of computer 
sales, software licensing, and online transacting. Those authori-
ties tend strongly to support our conclusion that plaintiffs did 
not manifest assent to SmartDownload’s license terms.13

This case is frequently cited not only because it was one of the 
first to rule on what was the emerging world of online agreements, 
but also because of the author of the opinion, Sonia Sotomayor, 
who is now one of nine Justices of the U.S. Supreme Court.14 

In addition to “clickwraps” and “browsewraps,” in 2017 a differ-
ent type of online agreement became more common: the “sign-in 
wrap” where, instead of an “I agree” button, the user is advised that 
the user is agreeing to terms of service when registering or signing 
up for an online service. On August 17, 2017, a federal appeals court 
upheld the use of a “sign-in wrap” agreement used by Uber. In that 
case, Uber presented the user with a screen for payment options 
during registration, in which the user could view the entire screen 
on a mobile phone and which screen contained only limited text.

The court found that “notice of the Terms of Service is provided 
simultaneously to enrollment, thereby connecting the contractual 
terms to the services to which they apply.” Therefore, as long as 
“the hyperlinked text was itself reasonably conspicuous—and 
we conclude that it was—a reasonably prudent smartphone user 
would have constructive notice of the terms.” (The court contrasted 
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the presentation on this mobile 
screen with the Amazon website 
terms that stated on the left side 
of the page that a user, by plac-
ing an order, agreed to Amazon’s 
privacy policy and conditions of 
use. The court found “reasonable 
minds could disagree regarding 
the sufficiency of notice pro-
vided to Amazon.com customers 
when placing an order through 
the website.”15) Because Uber 
maintained records of when and 
how its users registered for the 
service, and could prove when 
the plaintiff signed up for an 
account and entered his credit 
card information, “we conclude 
on the undisputed facts of this 
case that Meyer unambiguously 
manifested his assent to Uber’s 
Terms of Service as a matter of 

California law.” Therefore, the plaintiff had agreed to Uber’s arbi-
tration provision.16 

Also keep in mind that the U.S. Federal Trade Commission 
(“FTC”) warned businesses and app developers in 2016: “The 
big-picture message for businesses is to avoid data surprises. It’s 
unwise to collect information that consumers wouldn’t expect. 
Furthermore, if you use software tools developed by other com-
panies, ultimately you’re still responsible for explaining your app’s 
functionality to consumers.”17 In general, the FTC typically takes 
the position that the more surprised a consumer would be, the 
more prominent notice and consent should be. Below are some 
examples of connected device privacy notices.

Examples of Connected Devices’ Privacy Notices

Smartphones 

Readers may be most familiar with smartphones. Many users 
may have purchased and have had the seller perform the initial 

Figure 1. Uber’s “Sign-In Wrap” 
Agreement
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installation of a new phone, raising a question whether the users 
actually consented to the manufacturer’s terms and conditions and 
privacy policy—the store would be acting as the user’s agent. 

  Users are probably most familiar with “just in time” privacy 
notices when first using (or even subsequently using) certain 
services, for features such as cameras, maps, clocks, and 
weather. Users decide at that moment whether to permit 
access to certain information. It would probably not surprise 
consumers that the smartphone needs the user’s location to 
determine, for example, the relevant time zone or location 
to provide directions or relevant weather. 

  In addition, users may wish to elect to implement “parental 
controls” or other privacy settings. In the United States, 
consumers may have to search for these controls, which 
typically require the consumer’s affirmative action to activate. 
In certain other countries, the government may limit what 
consumers can and cannot view.

  Moreover, some of the best-known smartphone companies 
have also issued guidelines or other sets of rules for 
developers relating to when developers are creating apps 
for consumers. Nevertheless, although the FTC has already 
issued letters to developers, companies decide what behavior 
is acceptable to their customers and what would not be.

Connected Cars

In order for connected cars to have the connectivity function, 
almost by definition the user must expect that functionality—
making this an “opt out” functionality. At least one manufacturer 
has created a six-page privacy policy relating to its connected 
vehicle services, and it uses an “opt out” model. In other words, 
the data collection is automatically active and the consumer has 
the obligation to contact the manufacturer to halt data collection.

  This manufacturer states that if users are interested in 
learning whether their vehicles are equipped with connected 
functionality, the user must contact the dealer or the 
manufacturer. 

  Do consumers expect that the information (including voice 
recordings) will or will not be shared with law enforcement? 
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  Do consumers expect that the information will be shared 
with an affiliated finance company if the consumer’s account 
is in default? 

  Do consumers expect that the information can be stored in 
any country that the manufacturer decides?

It is unclear whether the manufacturer intends for the users to 
read and agree to the privacy policy the first time they start the 
vehicle, or whether a court would consider the inclusion of a refer-
ence in the owner’s manual to be sufficient.

Telematics from Vehicles

Another manufacturer has posted 40 pages of privacy notices 
and legal terms on its website. Among information collected 
includes driver’s license data, vehicle identification number, ser-
vice plan information, insurance forms, data from the infotain-
ment system, and “short video clips of accidents,” all of which the 
manufacturer may collect via remote access:

  The manufacturer may collect information such as data 
about the current software version used by the vehicle and 
safety-critical issues. 

  The manufacturer may collect short video clips of what 
the vehicle “sees” via its external cameras in order to help 
identify lane marking, street signs, traffic lights, etc. The 
manufacturer states that these video clips are not linked 
to the vehicle identification number “and we have ensured 
that there is no way to search our system for clips that are 
associated with a specific car.”

  The manufacturer also states that it may be able to connect 
to the vehicle to diagnose and resolve issues, which may 
include “access to personal settings in the vehicle (such as 
contacts, browsing history, navigation history, and radio 
listening history).” 

  The manufacturer can collect the vehicle’s service history, 
including the repair history, recalls, “any bills due, any cus-
tomer complaints, and any other information related to its 
service history.” 

  The notice goes on to state that the manufacturer may 
share information collected “with our service providers and 



170 The Journal of Robotics, Artificial Intelligence & Law [1:161

business partners, with other third parties you authorize, 
with other third parties when required by law, and in other 
circumstances.” 

In light of the current state of case law in the United States, 
merely posting this policy may not be sufficient for a court to find 
it enforceable. It is unclear whether the manufacturer intends for 
the users to read and agree to the privacy policy the first time they 
start up the vehicle, or whether a court would consider the inclusion 
of a reference in the owner’s manual to be sufficient.

Drones 

With respect to unmanned aerial systems or unmanned aerial 
vehicles, commonly referred to as “drones,” the issues can also 
become complex because drones frequently not only occupy air-
space where people are frequently not present, but they also have 
cameras that take and retain images. One manufacturer states 
that it:

  will collect information such as the user’s name and address 
as well as payment information if the user engages in pur-
chasing or financial transactions using the products and 
services;

  will collect information about individuals to whom the user 
sends videos or photos hosted by the manufacturer, and the 
manufacturer can use that information to send those third 
parties “information that may interest them” and disclose 
that information;

  will collect information relating to any device on which the 
manufacturer’s product or service is used, such as computers 
and phones, including their IP addresses;

  may disclose information if required or to “otherwise cooper-
ate with law enforcement or other governmental agencies”;

  permits users with “object to” or “withdraw consent” to the 
processing of information in various countries, but warns 
that “we may not be able to provide you some of the features 
and functionality” of the products and services; and

  may change the policy at any time, and that the users con-
tinued use after the change “indicates that you have read, 
understood and agreed to the current version of the Policy.”
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Scope of Consent

Even if the agreement presented by the device is valid under 
the analysis described above, and the owner of the device agrees 
to the terms, questions arise regarding the scope of the consent:

  If a smartphone owner consents to the smartphone manu-
facturer or service provider analyzing the contents of the 
emails on the device, does that consent extend to everyone 
who sends emails to that owner? A class action was suc-
cessfully maintained against Google with respect to non-
Gmail users who claimed that they never gave consent to 
Google to scan their emails for the purpose of providing 
advertisements. The case ultimately settled.18

  Returning to the drone example at the beginning of this 
article, if the owner consents to having data stored in 
another country, does that consent extend to everything 
that the drone photographs even if the photographs are 
of objects and facilities not owned by the drone owner?

  If an autonomous vehicle is owned by a corporation as part 
of a rental fleet, does that corporation have the ability to 
consent on behalf of all passengers? Even children under 
13? The vehicle manufacturer referenced above indicates 
that it may share telematics data with “your employer or 
other fleet operator or the owner” of the product “if you 
do not directly own it and as authorized under applicable 
law.”

Conclusion

Technology in these areas is moving rapidly. Today’s devices 
have the potential to make daily living more pleasant, more con-
venient, and significantly safer. But these devices also collect and 
transmit data, raising questions about what data is collected, what 
data is transmitted and to whom, and whether the online agree-
ments that are currently used actually obtain user consent to this 
data sharing. The many questions that the technology raises should 
be carefully considered by both regulators and manufacturers when 
determining the nature and amount of personal data collected by 
the device and uses made of such data.
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