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 Part 1 

What is the metaverse?

Who are the current big players building it?

What will the metaverse mean for business?

What are key technical, operational and governance considerations?

 Part 2 

Intellectual property and the metaverse

What are virtual reality worlds and virtual items?

Non-fungible tokens

How do traditional IP concepts sit with non-fungible tokens and other 
works in the metaverse?

 Part 3 

Anti-trust/competition law issues

Developer and participant conduct

Will the EU Digital Markets Act apply to the metaverse?

Competitors communicating and co-operating with each other in 
relation to metaverse offerings

Introduction

In the space of a very short time, businesses are focusing 
on what the metaverse means for them. In addition to 
commercialising the opportunities available to them, 
such as new channels to market and enhanced customer 
engagement, businesses will need to understand and 
address the associated risks.

Such matters are extremely important for businesses, consumers,  
law-makers and lawyers alike. In this seven-part guide we consider the 
following key legal and regulatory issues in relation to the metaverse:
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 Part 4 

Decentralised models and data issues

Data in the metaverse

Decentralised networks

Who is responsible for data protection law compliance?

Data subject consents

Special categories of data

Children and the metaverse

Data sharing

Data export and localisation

Responsibility for data breaches and cyber attacks

 Part 5 

Transacting in the metaverse

Buying “land” in the metaverse

What are the key issues when contracting in the metaverse ecosystem?

Non-fungible tokens, smart contracts and blockchain

Financial crime

Will metaverse risk and control considerations be similar to those 
relevant to the Internet?

 Part 6 

Digital marketing, adverting and social media in the 
metaverse

How will businesses be able to advertise in the metaverse?

Social media regulation

Regulating advertising content in the metaverse

Will AI have implications for marketing and the use of avatars in the 
metaversemetaverse?

 Part 7 

AI and the Metaverse

Why is AI relevant to the metaverse?

How might AI regulation impact upon the metaverse?

How to operationalise AI risk mitigation in the metaverse

Data protection and AI
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Overview of the legal and regulatory issues
The diagram shows the key legal issues and subject areas this guide covers. 
The breadth of issues means that mitigating risk associated with the metaverse 
is going to be a significant challenge for any business, but particularly so for a 
regulated business.
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Why is AI relevant to the Metaverse?
The gaming world has long been an early adopter of AI. Virtual characters, 
interactions between characters and players, narrative developments, and even 
scenic backgrounds depend on AI to create and maintain realism in games. As 
the metaverse develops out of the gaming world (among other foundations), 
we see the same trend. To create human-like chatbots and participant avatars, 
engaging in realistic interactions in cinema-quality environments, requires many 
different AI techniques. For example, virtual characters presenting believable 
emotions in response to interactions with humans is an area where AI is applied. 

Moreover, as economic and social interactions move into the metaverse, 
increasing quantities of data will be generated, leading to new applications of AI 
and predictive analytics.

How might AI regulation impact upon the metaverse?
The EU is at the forefront globally in proposals to regulate AI at the moment.  
As with the EU GDPR in relation to data protection regulation globally, it is 
expected that the proposed EU AI Regulation (now known as the EU “AI Act”) 
will have an influence on how other jurisdictions regulate AI, so it is useful to 
understand the EU position.

The EU AI Act
The European Commission unveiled a proposal for the EU AI Act in April 2021. Due to 
the technical and political complexity of the legislative proposal, and the major impact 
it is expected to have on business and society, the negotiations through the European 
Parliament and the Council (made up of the 27 EU member states) have been lengthy, 
and are not near conclusion yet. 

With a fair wind blowing, it is just about possible that the AI Act could be passed into 
law in the second half of 2023, with a 24 month transitional period (that is, requiring 
full compliance in 2025). However, it is all quite possible this could take longer.

Even though the text of the EU AI Act is far from agreed, as with the GDPR, many 
of the concepts in the AI Act will get picked up and applied by data protection 
and financial services regulators before the AI Act becomes law, so it is important 
businesses understand and respect the concepts as soon as possible. 

As presently articulated in the Council’s December 6, 2022, Common Position draft, 
the AI Act will apply to systems designed to “operate with elements of autonomy” 
which “infers how to achieve given objectives” and “generates outputs influencing 
the environment within which it interacts”. 
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Robo-advisor
How might the AI Act’s current provisions affect possible AI use cases in the 
Metaverse? To answer that question in what follows, we will use the example of a 
bank’s robo-advisor. 

Let’s assume that it analyses certain key data provided by an avatar/user, in 
circumstances where the robo-advisor then makes a decision or nudges the 
avatar/user towards an investment type, where the decision or nudge is based 
on a machine-learnt evaluation of the avatar’s/user’s:

 • Financial sophistication.

 • Stated or known assets.

 • Indicators of risk appetite.

The European Commission undoubtedly recognises the potential and 
accompanying benefits of AI, and has declared its intent to support a metaverse-
based economy in a recent letter of intent. Given its vision to protect and 
strengthen fundamental rights of people and businesses, while simultaneously 
encouraging AI innovation across the EU, the Commission proposes a risk-based 
approach to triaging categories of AI systems. It categorises AI systems into four 
risk types:

 • Unacceptable.

 • High.

 • Limited.

 • Minimal risk.

Unacceptable risks
What sort of AI-enabled metaverse use cases could land a business in the 
unacceptable risk category? 

Unacceptable risks are those considered to be a clear threat to the safety, 
livelihoods, and rights of people, and are prohibited. AI systems that use “dark 
or deceptive patterns,” and/or deploy manipulative “subliminal techniques” that, 
in either case, materially distort human behaviour in a manner that causes (or is 
likely to cause) physical or psychological harms are prohibited.

To be caught by the Act, such systems must generate content predictions, 
recommendations, or make decisions that influence the environment (that is, in a 
physical or digital dimension) with which they interact. As the AI Act specifies that 
impact on the “digital dimension” falls within scope, the metaverse is within scope.
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The tipping point for material distortion and psychological harm is undefined at 
present. Using our robo-advisor use case, it could conceivably cover instances 
where:

 • An AI robo-advisor, or a series of programmatic personalised ads, nudges 
an individual towards investing in a newly launched crypto/NFT fund with 
the lure of high returns (notwithstanding the known volatility of digital asset 
markets compared to safer, more traditional investment avenues).

 • Such nudge is the outcome of covert techniques without the associated risks 
having been clearly articulated. 

Whether a consequential harm is psychological or not is key and remains to  
be seen.

The other category of prohibited unacceptable risk that could be tripped arises 
where AI technologies are used to exploit specific vulnerable groups (due to  
their age, imbalance of power, knowledge, economic or social circumstances), 
again in a way that materially distorts their behaviour and causes them physical 
or psychological harm. 

For example, a bank may be dealing with an avatar operated by a child or a user 
with impaired mental capacity. Against this backdrop, it will be essential for 
such a bank to very quickly establish the true identity of the user of an avatar to 
ensure the interactions it is having are appropriate (that is, so as to ensure that 
its “real world” procedures can be applied).

Are businesses always aware of the involvement of AI in their 
operations?
Many organisations are not aware of all the AI in their systems, particularly for 
software procured from external vendors. Often, the internal champions for 
adoption of AI methods are people in the IT department, and other people in a 
business may not be aware of the use of these methods. 

Auditing systems to identify those which use any of the methods defined as 
AI by the EU AI Act is important for good governance of these systems. The 
skills required for such audits are a mix of technical, legal and regulatory, 
and commercial. Compared with traditional IT systems, there are many new 
challenges in assessing risk – for example, assessing whether systems operate 
without bias or discrimination, and whether they can explain their decisions. 

AI audits are ultimately about surfacing AI risk, particularly in the areas covered 
by the AI Act but not exclusively so.
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High risk systems
High risk systems are not prohibited, but rather, are subject to a lot of operational 
controls and conformity assessments under the AI Act before they can be 
offered to the EU market.

According the draft AI Act, high risk systems are generally those:

 • Covered by EU product safety certification rules.

 • Falling within a specific list of AI areas of application, known as the  
“Annex III list”. 

If any business starts using AI in the metaverse to make decisions about whom 
to recruit, that would be a high risk use case under the AI Act. 

For, say, a bank in the metaverse, a high risk use case under the AI Act will 
also be in relation to the use of AI to make consumer credit decisions. Credit 
decisions today are already dependent on more and more complex models 
and subject to financial services “treating customers fairly” regulation and data 
protection rules on fairness, transparency and automated decision-making.

High risk use case: an on-chain credit scoring model
The model could be based on blockchain data, and conducts comprehensive processing 
and evaluation of data in various dimensions, such as:

 • Credit history.

 • On-chain behaviour 
preference.

 • Address activity level.

 • Asset holdings and 
portfolio.

 • Address correlation.

The AI Act adds a requirement for a robust quality management system for high 
risk AI to avoid ethical blindspots and technical malfunctioning. The control 
framework under the AI Act for the on-chain credit scoring model use case 
outlined above will include a strategy for regulatory compliance, including:

 • Compliance with conformity assessment procedures.

 • Procedures for the management of modifications to the high-risk AI system.

 • Systems and procedures for data management.

 • A post-market monitoring system.

 • An accountability framework.
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Commercial considerations
Before putting such an on-chain credit scoring model into a metaverse with EU 
users, a bank will have had to go through all the steps outlined above and self-
certify that it has conformed to the requirements of the AI Act. 

The main commercial issue for a bank in relation to high risk systems will be the 
time to market to go through this process (at least until all players are operating 
similar processes). 

On the positive side, if done properly a bank should avoid a PR disaster – for 
example, where the system uses racial proxies to allocate credit etc.

How to operationalise AI risk mitigation in the 
metaverse
How can a business operationalise AI risk mitigation in relation to the AI Act? 

High risk AI
We consider this issue by looking at high risk AI first, using our use case of using 
AI to assess consumer creditworthiness in the metaverse. In our case study:

 • The algorithmic system awards users with ranked badges, which are unique 
NFTs, based on their credit score.

 • The badges can serve as a kind of metaverse bank ID verification system, 
assuring other users and platforms that the bearer of a badge is who they 
claim to be, own what they claim to own, and is being truthful about their past 
on-chain behaviour.

High risk AI: steps to operationalising risk mitigation
A business can operationalise risk mitigation under the AI Act through:

 • An assessment framework.

 • An identification/triage process.

 • The use of standards.

 • Addressing vendor dependency.

 • Providing for contingencies for malfunctions.
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Assessment framework, identification and triage
 • The AI Act requires businesses to have in place robust and effective governance, 

including a risk management framework, to identify, reduce and control any 
of the ethical, technical and legal risks associated with the use of high risk Al 
applications.

 • Due to the fast-evolving nature of Al, and the increasing levels of adoption of Al 
solutions within many businesses, in both physical and virtual dimensions, the 
first job of the framework is to actually identify where AI is being used, and to 
triage it so that riskier applications (that is, ones that are unacceptable, high or 
limited risk) get more scrutiny than lower risk/better understood ones. AI audits 
are relevant here (see Are Businesses Always Aware of the Involvement of AI in 
their Operations?).

 • The triaging and assessment process requires checklists of ethical, legal and 
technical points, requiring a lot of information and dependable ways of analysing 
it. For example, bias detection requires datasheets providing information 
about the training data, modelling and testing. There are also thresholds to 
be established (such as at what level of bias can actually be tolerated). The 
dialogue between technical experts (often who are heavily invested in seeing 
the AI application go live) and less technical compliance or ethical stakeholders 
is essential. The outcome of such dialogue is both the gating factor for AI to go 
live, and a defence should a discounted risk manifest itself later. This is time-
consuming and should be factored into the commercial launch time line.

 • Levels of explainability and human override functionality are determined through 
this process.

Standards
 • The AI Act’s requirements are conceptual, so tangible standards will come later 

via standards-setting bodies.  In the meantime, data protection and financial 
services regulators are publishing more granular, actionable guidance which will 
start to set thresholds until more specific standards emerge.

Vendor dependency
 • The length of time it takes to complete the evaluation, and the fact that autonomous AI 

applications keep evolving after going into production, means that: (1) the oversight and 
evaluation must be continuous; and (2) the ongoing evolution affects contracts with vendors 
providing such AI. 

 • Will a business want to pay for a system that fails the assessment after a 12 month 
evaluation? How much work and how much exposure of its IP will a vendor put at risk without 
commitment from the business? 

 • It is likely contracts with such vendors will be more like managed service agreements, with 
payments spread over the anticipated use time of the application in order to keep the vendor 
engaged. 

 • Accordingly vendor dependency needs to be factored in as both a risk factor and an element 
impacting timing in the AI roll-out.
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Malfunction reporting
The AI Act introduces breach reporting and conformity assessments for high risk 
AI, so the operational framework needs to anticipate:

 • How malfunctions will be communicated to regulators and users.

 • Fall-back plans should the application need to be overridden or withdrawn.

Operationalising risk mitigation – high risk AI: a computer scientist’s 
perspective
Computer scientist and AI specialist, Professor Peter McBurney, has this to say:

 • Whether or not a system operates fairly and without bias may depend on the data 
used to train (or calibrate) the system and on the data input to it for each particular 
case it considers. 

 • Identifying systems having a bias, and rectifying any problems found, may therefore 
require access to all the datasets used as training or input data, along with all the 
output data generated.

 • Best practice in this area is therefore to hold copies of all these datasets in 
repositories, for ease of possible future access, just as best practice in software 
development has long kept repository copies of all versions of the software created 
as it is developed. 

 • Unlike most other software systems, AI systems require assessment of aspects such 
as bias or fairness, both before and after deployment of the system into production. 
Undertaking such an assessment only before deployment is not sufficient, as there 
can be particular operational factors in production environments that can influence 
performance against these aspects. 

 • Waiting until a system is in production before undertaking an assessment of these 
aspects risks possible damage to users of the system, damage to the business’s 
reputation, and the displeasure (or worse) of regulators.

Operationalising risk mitigation: limited risk AI
What type of AI is caught by the rules on limited risk AI under the EU AI Act and 
what requirements apply in relation to them? AI systems with limited risks are 
permitted, but have to fulfil specific transparency obligations:

 • The most basic transparency obligation is that, when interacting with an 
AI system, users must be informed that they are acting with an AI and not 
a human. In the metaverse, where avatars could be completely automated, 
partially automated with certain interactions prompting a human to take over 
the control of the avatar, or fully human controlled, some sort of universal 
system for denoting when a human is in control would seem the way 
forwards. 

 • The other relevant area of transparency is that operators must inform users 
when they are using emotion recognition systems.
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Use case: emotion-recognition avatar
A bank proposes to use an emotion-recognition AI avatar:

 • Let us assume that the AI operates a so-called “Fear and Greed” index 
algorithm to evaluate users on various indicators, and to alert investors to 
their own emotions and biases. 

 • In this way the avatar AI could play a cautionary role in influencing user 
behaviour in relation to the stock market.

In such a use case: 

 • The user will have to be informed about the functioning of the algorithm.

 • However, the use of such an emotion-recognition system to encourage users 
to plunge into risky investments will have the effect of converting the “limited 
risk” to the “unacceptable risk” category. 

Similarly, metaverse users must be protected from, and made expressly aware of, 
the use of “deep fakes”, which are images, audio or video content that appear to 
be deceptively genuine or real.

Operationalising risk mitigation: minimal risk AI 
Applications of minimal risk AI under the EU AI Act include the vast majority of 
AI systems, such as video games or spam filters. The AI Act has a provision that 
encourages member states to facilitate the drawing up of codes of conduct to 
apply the same operational safeguards to minimal risk systems as those that 
apply to high risk systems. 

Although applying such requirements to minimal risk AI might appear onerous 
(particularly given what is required to operationalise these safeguards), it could 
be sensible, and may eventually reflect good practice, particularly given a 
seemingly innocuous use of technology (such as a video game) could in fact 
have a harmful effect on users by psychologically manipulating or coercing them 
into taking excessive risk or exploiting others for their own gain. 

Psychological manipulation or coercion
Examples of this kind of impact include:

 • The use of NFTs in video games for injecting an artificial sense of scarcity into 
digital worlds for the benefit of an investor class, to the clear detriment of the 
gamer.

 • Crypto or stocks trading AI simulators that perversely incentivise and 
encourage aggressive trading manoeuvres and deception tactics, if a user’s 
portfolio worth is the sole determinant of their performance in that game.
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Data protection and AI
We have already dealt with data protection generally in relation to the metaverse 
(see Decentralised Models and Data Issues). Here we focus on the narrower 
question of data protection issues that arise in relation to AI operating in the 
metaverse. 

From a practical perspective, a business’s presence in the metaverse will require 
it to ensure an individual it is interacting with is actually who they say they are. 
For example, a bank might:

 • Seek to detect identity fraud through AI-led document verification that 
reaches outside the Metaverse.

 • Add a virtual ID verification lounge where avatars can reveal themselves on 
camera to a bank AI agent that verifies the individual against the documents.

AI chatbots
A key concern from a data protection perspective is that AI chatbots could be 
programmed to never forget content that has been disclosed to them, which 
includes assessments that such bots have made on humans as part of their 
interactions. They might also draw inferences from such data. In the absence 
of controls, AI chatbots or avatars could breach data protection principles, 
especially those of lawfulness, fairness and transparency, purpose limitation, 
data minimisation, and accountability.

Use case: ID verification avatar
A bank wishes to use an ID verification avatar in the bank’s virtual lounge that 
can review an individual’s documents presented for loan approval.  

The ID verification avatar is fitted with computer vision, and can “see” that the 
applicant is pregnant, for instance, and can “flag” such applicant as presenting a 
higher repayment risk (given the avatar’s biased assumption that the applicant is 
likely to take time off work to care for their new-born). 

Having an avatar in the metaverse that is able to auto-flag applicants, without 
meaningful human involvement embedded in such automated decision-making, 
may contravene Article 22 of the EU GDPR (in addition to other data protection 
principles). 
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